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Bangalore Centre
B.Math (Hons.) IIT Year 2015-2016
First Semester
Statistics 111

Semestral Examination Date : 9.11.16

Time : 3 hours and 30 minutes.
Answer as many questions as possible. The maximum you can score is 120.

All symbols have their usual meaning, unless stated otherwise.
State clearly the results you use.

Notation : a¥ is the (i, j)th element of A~

1. Consider a random vector X = (X7, -- Xp) having covariance matrix
Y. Define Partial correlation coefficient pi23.., and explain what it
says about X; and X5. Show that

Pl2‘3-~p - _0_12/(0_110_22)'

[2+ 3 + 8 =13]

2. Consider the model
Yij=p+oi+Bi+ey §=12,.,b, i=1,2...a

(a) For each of the following parametric functions, either prove that
it is not estimable or provide two distinct unbiased estimators
of which one must be the BLUE. Justify your answer. [Assume
b > 3.

(i) p, (i) 0, (iii) 381 — 262 — B3.

(b) Write down the model in the form ¥ = Xo p+ X7 a+ Xs 8 +¢,

describing the matrices Xy, X1, Xa.

(c) Show that the rank of X = [Xo|X1|Xz]isa+b-1
[(3+3+5)+3+5=19]

3. Suppose X = (Xi,---X,) ~ Ny(0,I,). Suppose X’AX ~ x%(a)
and X'BX ~ yx2(b), where A — B is nonnegative definite. Show that
X'(A— B)X ~ x3(a—b). 8]

4. Consider a p x p random matrix S which is positive definite a.s. If
S ~ Wy(n,X), where ¥ is positive definite, prove the following results.
(a) Z = aPP/sPP ~ % (n —p+1).

(b)Z is independent of ((si5))1<i,j<p—1-

(c) det(S)/det(T) is distributed as the product of p independent x?
variables with degrees of freedomn —p-+1,---n—1,n.

[12 + 2 + 8 = 22]



5. (a) Suppose V and A are p x p p.d. matrices and H(V) = tlogdetV —
tr(V A). Then, show that

supy H(V) =t log det(tA™") — tp.

(b) Suppose X1, X3, -+ X, is a random sample from Np(u,X). Let

52 = i(xif)‘{)(xé — &Y
i=1

and §7 = Z(XZ — o) (X — po)’.
i=1

(i) Show that & = X and £ = $? maximise the likelihood function
over the whole parametric space.

(ii) Show that %y = S2 maximises the likelihood function over the
restricted parametric space in which p = po.

(¢) Define Hotelling’s T2 and derive its distribution.

(d) Consider the testing of hypothesis problem Hp : p = pp against
Hy @ # pp. Show that the likelihood ratio test statistic is a monotone
function of the Hotelling’s T2 statistics. [10 + (6 + 5) + (2 + 5) +
10 = 38|

6. Consider the linear model
Y =puly+ Xo7+ Xpf +¢,
where p, 7 and 3 are vectors of unknown constants of appropriate order

and ¢ is a random vector with F(e) = 0 and Cov(e) = 02L,.

Let C = (Xp)'(I — Pr)Xp and R = (Xg)'({ — Pr)Y, where Pr is the
projection operator on C(Xr).

(a) Show that E(R) = Cf and Cov(R) = o2C.

(¢) Let SSp = R'C™ R. Derive E[SSp].

(d) Now suppose 3 is a random vector with E(g8) = 0 and Cov(3) =
o2l

(i) Find an unbiased estimator of o2.

(ii) Show that the expectation of SSp is of the form a; O'Z—E—aga:f, where
a1 and ag are functions of Xt and Xp.

[(34+4)+ 8+ (8 +10) =33



